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Abstract

Hypertension and diabetes are two medical conditions that are often associated with athletes’ health. Hypertension 
or high blood pressure is a condition where the blood pressure in the arteries becomes too high. Meanwhile, diabe-
tes is a condition where the body cannot produce or use insulin properly, thereby causing high blood sugar levels. 
Athletes’ health is very important because they need optimal physical conditions to be able to compete effectively. 
Hypertension and diabetes can affect athletes’ health and their performance. Socio-demographic and anthropo-
metric factors are believed to play an important role in the development of both conditions. The aim of this study 
is to determine the relationship between socio-demographic and anthropometric factors on the incidence of hy-
pertension and diabetes in prospective athletes in athletics and determine whether prospective athletes pass the 
initial screening process. This study integrates bivariate logistic regression models and decision trees to analyze data 
collected from 200 athlete selection participants. The univariate logistic regression model showed that waist cir-
cumference, father’s occupation, and salary category 2 had a significant influence on hypertension, while BMI had 
a significant influence on diabetes. Meanwhile, the bivariate logistic regression model found that BMI and salary 
category 2 had a significant effect on hypertension. The optimal classification tree was formed using variables such 
as BMI, Salary Category 2, Hypertension, and Diabetes. The accuracy of the prediction data was 72%, indicating  
that the optimal tree is well-formed and suitable for classifying athletes’ data. This study concludes that there is a sig-
nificant relationship between sociodemographic and anthropometric factors and the incidence of hypertension and 
diabetes in prospective athletes. This study provides valuable insight into physiological adaptation, fitness, recovery, 
and other factors that influence athlete performance. 
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Introduction
Intense training in athletes at risk of hypertension and 

diabetes can have a significant impact on their health. The 
study by Fagard (2005) showed that hypertension has a sig-
nificant effect on athlete performance, especially in athletic 
sports such as marathon running. On the one hand, intense 
exercise can help reduce the risk of developing both con-
ditions by improving cardiovascular conditions, increas-
ing insulin sensitivity, and aiding in maintaining a healthy 
weight (Luan et al., 2019). However, some aspects need to 
be carefully considered. 

Training too intensely and too often without enough re-
covery time can increase the risk of injury and overtraining, 
which can negatively affect an athlete’s health (Impellizzeri 
et al., 2020). In addition, intense training can also cause a 
temporary increase in blood pressure during physical ac-
tivity, which is normal but needs to be carefully monitored, 
especially if the athlete is at risk of hypertension (Alpsoy, 
2020).

Additionally, athletes who have insulin resistance or 
diabetes need to understand how intense training can af-
fect their blood sugar levels. This may require more careful 
diet planning and proper dosing of insulin or medications 
(Muhtar & Lengkana, 2021).

In this context, careful management of intense exercise 
is essential. This includes regular health monitoring, adjust-
ment of exercise intensity as per individual needs, appro-
priate diet planning, stress management, and consultation 
with a medical team experienced in treating athletes with 
these health risks (Jimenez et al., 2007). With a holistic and 
professional approach, intense training can still be a pow-
erful tool in improving an athlete’s health and performance 
while managing the risk of hypertension and diabetes 
(Trojian et al., 2022).

Hypertension, or high blood pressure, is a condition in 
which the blood pressure in the arteries persistently rises 
above normal levels (Fuchs & Whelton, 2020). In athletes, 
hypertension can be caused by overtraining, dehydration, 
and taking certain supplements. Hypertension in athletes 
can lead to serious health problems, including the risk of 
heart disease and stroke (Basilico, 1999). Therefore, it is 
important for athletes to keep their blood pressure within 
the normal range by paying attention to adequate fluid and 
electrolyte intake and avoiding overexertion (Sathish et al., 
2012; Berge et al., 2015).

Diabetes is a condition in which the body cannot pro-
duce or use insulin properly, leading to elevated blood sug-
ar levels (Mukhtar et al., 2020). In athletes, type 2 diabe-
tes, which is often caused by being overweight and lack of 
physical activity, can be managed by adopting a healthy diet 
and regular physical exercise (Kurniawati, 2019). However, 
athletes also need to pay attention to their blood sugar lev-
els during training and competition, as low or high blood 
sugar levels can affect their performance (Siwi et al., 2017). 
Diabetes can affect an athlete’s health by causing disrup-
tions to the nervous system and blood circulation, result-
ing in fatigue and decreased endurance (Mileva & Zaidell, 
2022). A study published in the the Sports Medicine jour-
nal showed that diabetes can affect athletes’ performance 
by reducing the body’s ability to produce energy effectively 
during physical activity (Burke & Hawley, 2018; Absil et al., 
2019; Scott et al., 2019).

Hypertension and diabetes are two very common med-
ical conditions worldwide and both are considered signif-
icant global public health problems (Zhou et al., 2021). 
Socio-demographic and anthropometric factors are be-
lieved to play an important role in the development of both 
conditions (Manios et al., 2019). Overall, it is suspected that 
socio-demographic factors, such as age, gender, education, 
and socioeconomic status, and anthropometric factors are 
vital to a person’s risk of developing hypertension and di-
abetes (Dey et al., 2022). Several studies have shown that 
people who are older, male, less educated, and have low so-
cioeconomic status have a higher risk of developing hyper-
tension and diabetes (Bovet et al., 2002; Ford, 2005).

Anthropometric factors such as body weight, body 
mass index (BMI), waist circumference, and height are al-
so associated with the risk of hypertension and diabetes. A 
study conducted by Misra et al. (2007) has shown that peo-
ple who are overweight or obese, have a higher BMI, larger 
waist circumference, and lower height have a higher risk of 
developing hypertension and diabetes.  

In addition, several studies have examined the relation-
ship between hypertension and diabetes with socio-demo-
graphic and anthropometric factors in the general popu-
lation (Mackenbach et al., 2000; Lim et al., 2012; Schrier 
et al., 2012). According to the results of these studies, it 
appears that there is a significant relationship between so-
cio-demographic and anthropometric factors with the risk 
of hypertension and diabetes in the general population, but 
there has never been any study related to this in the field of 
sports, especially in athletics. In addition, in terms of meth-
ods of approaching the problem, the integration of bivariate 
logistic regression models and decision trees is used, which 
have not been combined by many researchers. The novel-
ty in this study lies in 2 points, namely the application of 
science in the field of sports, especially athletic sports, and 
the integration of bivariate logistic regression models and 
decision trees.

Methods
The data obtained is primary data from 200 athlete se-

lection participants at the University of Surabaya and the 
East Java Indonesian National Sports Committee. In the 
selection process, data collection was carried out on pro-
spective athletes through 2 processes. In the first screening, 
two observations were made, namely socio-demographics 
and anthropometry. 

Procedure
Socio-demographic observations involve collecting da-

ta on the social and demographic characteristics of individ-
uals or groups. This includes factors such as age (divided 
into 2 categories, <21 years and ≥21 years), gender (divid-
ed into 2 categories, female and male), father’s education 
(divided into 2 categories, school and college), mother’s 
education (divided into 2 categories, school and college), 
father’s occupation (divided into 2 categories, formal and 
informal), mother’s occupation (divided into 2 categories, 
formal and informal), and salary (divided into 3 catego-
ries, <3 million, 3-6 million, and >6 million). To conduct 
socio-demographic observations, survey methods, inter-
views, direct observation, and secondary data analysis were 
used. Anthropometric observations on athletes were con-
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ducted with the aim of understanding body proportions 
and physical characteristics that affect athletes’ abilities in 
certain sports, includings factors such as height (divided 
into 2 categories, <170 cm and ≥170 cm), weight (divided 
into 2 categories, <60 kg and ≥60 kg), body mass index (di-
vided into 2 categories, <25 and ≥25), and waist (divided 
into 2 categories, <85 cm and ≥85 cm). 

Measurement
In the second screening process, 2 measurements 

regarding hypertension and diabetes were taken. 
Hypertension measurement was carried out by measuring 
the blood pressure of prospective athletes. If a prospective 
athlete has blood pressure above 120/80 mmHg, then they 
are indicated as having hypertension. Diabetes measure-
ments include blood sugar tests and diabetes symptoms. 
After the observation and data collection process were car-
ried out, the next stage was the data analysis process as a 
determinant of the initial screening results of prospective 
athletes to decide whether they pass or fail.

Statistics
In accordance with the problems to be studied, this study 

uses an integrated method in the problem-solving approach, 
namely combining bivariate logistic regression analysis and 
decision trees. First, bivariate logistic regression was used to 
observe the relationship between the incidence of hyperten-
sion and diabetes with socio-demographic and anthropo-
metric factors. This method can be used to identify the ef-
fect of predictor variables on the dependent variable as well 
as to make predictions of the dependent variable category 
based on the values of the predictor variables (Liao, 1994; 
Sloane & Morgan, 1996; Hosmer et al., 2000). 

A decision tree is a decision-making method in the form 
of a tree structure used to solve classification or regression 
problems (James et al., 2013). In a decision tree, each node 
on the tree represents a decision or prediction, while each 
branch of the tree represents a rule or condition that sepa-
rates the data into smaller subgroups. Decision trees can be 
used to explore existing patterns or rules in data as well as 
to make predictions or classify new data. Both bivariate lo-
gistic regression and decision trees can be used to make pre-
dictions or classify data based on given predictor variables. 
However, the main difference between the two is the form 
of representation of the analysis results. Bivariate logistic 
regression produces a mathematical equation in the form 
of a logistic function used to estimate the probability of suc-
cess or failure of the dependent variable based on the pre-
dictor variables. Meanwhile, decision tree produces a tree 
structure that describes the rules or conditions that must be 
met to make a prediction or classification (Kavakiotis et al., 
2017; Rabbani et al., 2022; Ueshima et al., 2003). Integrating 
bivariate logistic regression analysis and decision trees is 
hoped to speed up the initial screening process for prospec-
tive athletic athletes with more accurate results.

Equations Bivariate Logistic Regression
Bivariate logistic regression is a statistical analysis tech-

nique used to analyze the relationship between two categori-
cal or binary variables. In bivariate logistic regression analy-
sis, the dependent variable is a binary or categorical variable, 
while the independent variable can be either categorical or 

continuous. The results of the analysis can be expressed in 
the form of odds ratio, which is a measure of the effect of the 
independent variable on the dependent variable.

Estimation of the parameter value  is conducted using 
the Maximum Likelihood Estimation method by maximiz-
ing the natural logarithm of the likelihood function with 
the following formula (Hosmer et al., 2000):

 
n is the number of independent random samples, while 

 are binomially distributed bivariate random variables with 
probability values of .

Decision Tree
Decision trees are one of the popular data analysis tech-

niques in data science and computer science. This technique 
is used to generate prediction models based on existing da-
ta (Cheung Chiu & Webb, 1998). In decision tree analysis, 
data is divided into smaller subsets and then decisions are 
made based on a series of questions or rules applied to each 
subset. This method is used to predict the value of the de-
pendent variable based on the independent variables.

The method used in decision trees is CART 
(Classification and Regression Trees). CART can be used 
to build decision trees for classification and regression. The 
CART algorithm goes through three stages, namely the for-
mation of classification tree, pruning of the classification 
tree, and determination of the optimum classification tree.

Integrated Methods
The analysis procedure in this study is to integrate the 

bivariate logistic regression model and Decision Tree. The 
stages of analysis carried out were describing the data of re-
spondents who participated in the athlete selection process 
by conducting descriptive statistical analysis. Then, mod-
elling Bivariate Logistic Regression Analysis was carried 
out to determine Anthropometric and Socio-demographic 
Variables that have a significant influence on indications of 
hypertension and diabetes, where the level of significance 
is 0.05. Variable results obtained were then inputted to per-
form decision tree analysis with the CART method. To cal-
culate the classification accuracy of the decision tree, the 
analysis was carried out using R studio software.

Results
An overview of the characteristics of respondents who 

participated in the selection of athletes at University of 
Surabaya and the Indonesian National Sports Committee 
of East Java will be provided based on anthropometric and 
sociodemographic factors that influence the indication of 
hypertension and diabetes. The data is presented in Table 1.

Table 1 shows a related percentage between anthropo-
metric and sociodemographic factors with early screening for 
hypertension (high blood pressure) and diabetes (high sugar 
levels). First, the initial screening for hypertension in respon-
dents with a height above 170 cm had a greater hypertension 
percentage of 17.50%, leading by 0.50% compared to those 
with a height less than 170 cm. On the other hand, during the 
initial screening for diabetes, respondents with a height below 
170 cm showed a greater percentage of 20.50% compared to 
respondents above 170 cm with that of around 17%.
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Univariate Logistic Regression
Modeling logistic regression with one predictor variable is 

used to find out how much influence each predictor variable 
has on each response variable  partially. The steps taken in-
clude making an estimate of the parameters for each predictor 
variable in the partial model.

Variable of Hypertension
The modeling results of independent variables on the 

hypertension response variable demonstrates that not every 
predictor variable exhibits a significant effect on the indica-
tion of hypertension suffered by athletes. The test results are 
presented in Table 2.

Table 1. Percentage of respondents’ characteristics during initial screening

Variable
Hypertension (%) Diabetes (%)

Yes No Yes No

Height < 170 cm 17.0 30.5 20.5 27.0

≥170 cm 17.5 35.0 17.0 35.5

Weight < 60 kg 18.0 35.5 21.0 32.5

≥ 60 kg 16.5 30.0 16.5 30.0

Body Mass Index (BMI) < 25 11.5 14.5 15.0 11.0

≥ 25 23.0 51.0 22.5 51.5

Waist < 85 cm 15.5 17.0 14.0 18.5

≥ 85 cm 19.0 48.5 23.5 44.0

Age < 21 years 22.5 40.0 24.5 38.0

≥ 21 years 12.0 25.5 13.0 24.5

Gender Female 15.5 36.0 18.5 33.0

Male 19.0 29.5 19.0 29.5

Father’s Education School 14.5 24.5 16.5 22.5

College 20.0 41.0 21.0 40.0

Mother’s Education School 14.0 25.0 17.0 22.0

College 20.5 40.5 20.5 40.5

Father’s Occupation Formal 14.5 33.5 17.5 30.5

Informal 20.0 32.0 20.0 32.0

Mother’s Occupation Formal 14.0 19.5 14.5 19.0

Informal 20.5 46.0 23.0 43.5

Salary < Rp 3.000.000 19.0 29.5 20.5 28.0

3.000.000-6.000.000 13.5 28.5 15.0 27.0

> Rp 6.000.000 2.0 7.5 2.0 7.5

Table 2. Univariate logistic analysis for the hypertension response variable 

Variable Estimate Std. Error Z-value P-value Exp(Coef.)

Intercept -1.232 0.441 -2.797 0.005** 0.292

Height -0.110 0.366 -0.300 0.764 0.896

Weight -0.068 0.352 -0.193 0.847 0.934

Body Mass Index (BMI) 0.289 0.398 0.725 0.468 1.335

Waist 0.737 0.363 2.030 0.042* 2.090

Age 0.461 0.352 1.308 0.191 1.585

Gender -0.388 0.350 -1.107 0.269 0.679

Father’s Education 0.180 0.334 0.539 0.590 1.197

Mother’s Education -0.073 0.365 -0.200 0.842 0.930

Father’s Occupation -0.703 0.333 -2.109 0.035* 0.495

Mother’s Occupation 0.312 0.361 0.862 0.389 1.366

Salary_1 0.387 0.349 1.110 0.267 1.473

Salary_2 0.753 0.376 2.001 0.045* 2.124

Legend : *significant level 5%, **significant level 1%



MODEL INTEGRATION TO DETERMINE PROSPECTIVE ATHLETES | A. SOFRO ET AL.

Sport Mont 22 (2024) 1 75

In the univariate logistic regression analysis model with 
independent variable of hypertension, there are significant 
dependent variables, namely waist, father’s occupation, sal-
ary category 2.

Variable of Diabetes
The univariate logistic regression modeling between inde-

pendent variables and diabetes response variable is shown in 
Table 3.

In the univariate logistic regression analysis model with 
independent variable of diabetes, body mass index (BMI) 
serves as a significant dependent variable.

Bivariate Logistic Regression  
To conduct bivariate regression analysis, it is necessary to 

assume the existence of a relationship or correlation between 
the response variables. 

According to the table above, it can be concluded that there 
is a significant relationship between the two response variables.

Based on the table above, it is worth noting that BMI and 
Salary coefficients have an influence on the hypertension re-
sponse variable. This is proven by the test statistical values on 

the independent variable being -3.400 and 2.233 respectively, 
which are smaller than ).  As specified by the results of the 
bivariate logistic regression analysis, BMI and Salary category 
2 are the variables with a significant influence. Therefore, these 
variables will be included in the independent variables in the 
decision tree analysis.

Decision Tree
Out of 4 predictor variables which comprises variables of 

BMI, Salary category 2, Hypertension, and Diabetes in the 
classification tree, variables provide optimum classification 
results. The formed optimum classification tree is illustrated 
in Figure 1.

Table 3. Logistic regression model with diabetes response variable 

Variable Estimate Std. Err. Z-value P-value Exp(Coef.)

Intercept -1.238 0.435 -2.843 0.005** 0.290

Height 0.224 0.356 0.630 0.529 1.251

Weight 0.002 0.347 0.005 0.996 1.002

Body Mass Index (BMI) 1.095 0.390 2.810 0.005* 2.989

Waist -0.028 0.364 -0.078 0.938 0.972

Age 0.383 0.340 1.128 0.259 1.467

Gender -0.181 0.346 -0.523 0.601 0.834

Father’s Education 0.370 0.326 1.134 0.257 1.447

Mother’s Education 0.331 0.356 0.930 0.352 1.393

Father’s Occupation -0.267 0.320 -0.835 0.404 0.766

Mother’s Occupation 0.105 0.358 0.294 0.769 1.111

Salary_1 -0.277 0.344 -0.806 0.420 0.7582

Salary_2 0.307 0.368 0.834 0.405 1.360

Legend : *significant level 5%, **significant level 1%

Table 4. Correlation test results between the two response variables

Relationship between response variables p-value Summary

Y1 and Y2 18.835 0.000 Reject H0

Table 5. Bivariate Binary Logistic Regression Analysis of Each Predictor Variable

Coefficient Estimate Std Error Z value P-value

(Intercept):1 0.548 0.151 3.626 0.000***

(Intercept):2 0.620 0.153 4.052 0.000***

(Intercept):3 0.956 0.258 3.713 0.000***

BMI:1 -0.145 0.221 -0.659 0.510

BMI:2 -0.752 0.221 -3.400 0.001***

Waist:1 -0.395 0.210 -1.884 0.060

Waist:2 -0.011 0.214 -0.052 0.959

Father’s Occupation:1 0.284 0.189 1.507 0.132

Father’s Occupation:2 0.140 0.189 0.740 0.459

Salary_2:1 -0.446 0.200 -2.233 0.026*

Salary_2:2 -0.334 0.2018 -1.657 0.098

Legend : *significant level 5%, **significant level 1%, *** significant level 0.1%
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The tree plot above exhibits the variables used to build the 
tree. The selected tree contains 4 variables with 6 splits. These 
variables are Hypertension, Diabetes, Waist Circumference 
and Salary category 2. Based on the decision tree structure in 
Figure node 3, after experiencing splitting, node 3 branches 
into two subsequent nodes. The first one is labeled as node 
4 with no indication of diabetes, leading to it becoming the 
terminal node. Meanwhile, the second one is labeled as node 
5 which represents indicated diabetes, further branching into 
node 8, namely salary category 2 (less than 6,000,000) and 

node 9, denoting salary category 2 (more than 6,000,000). 
Similarly, at node 3, it branches into two subsequent nodes. 
One, node 6 represents waist circumference of less than 80 
cm, serving as a terminal node. The other is node 7 with a 
waist circumference of more than 80 cm which is divided in-
to node 10, signifying those without diabetes, and node 11 
with diabetes.

The next step is to calculate the classification accuracy of 
the CART tree obtained. The classification accuracy results for 
the learning data are presented in Table 6.

FIGURE 1. Optimum Classification Tree

Table 6. Classification accuracy results

Athletes Failed Succeed

Fail 31 10

Succeed 4 5

The calculation of accuracy, sensitivity and specificity for 
the testing data is as follows:

Based on the conducted calculations, the accuracy value 
of the prediction data is 72 percent. Therefore, it is arguable 
that the optimal tree formed is good and suitable for classify-
ing new data. Alongside this number, the precision, sensitivity 
and specificity values are also obtained, amounting to 75.61%, 
88.57% and 33.33% respectively.

Discussion
A research conducted by Ruspriyanty and Sofro (2018) 

examined hypertension using Logistic Regression and 
Probit. Such research that integrates bivariate logistic regres-
sion models and decision trees in this study is a novel ap-
proach, especially in the context of athletics, and contributes 
to the methodological advances in this field. The findings of 

the bivariate logistic regression analysis and decision tree 
modeling provide valuable insights into the relationship be-
tween socio-demographic and anthropometric factors with 
the risk of hypertension and diabetes in prospective athletes. 
The significant relationship between both factors and the 
risk of hypertension and diabetes in athletes underscores the 
importance of taking them into account during the athletes 
selection and training to mitigate health risks and optimize 
their performance.

The results of the analysis revealed that hypertension 
was influenced by socio-demographic factors, namely the 
father’s occupation and income. Apart from that, anthro-
pometric factors also contribute a significant influence on 
hypertension, namely through waist circumference. This 
finding is in line with the research conducted by Park and 
Kim (2018) on 1,032 adults aged 20-80 years which found 
that the waist circumference variable had a significant effect 
on hypertension. 

Another research conducted by Chen et al. (2018) on 
211,833 teenagers over 20 years old in China concluded that 
there was a linear association between baseline BMI and the 
risk of developing diabetes which increased with each kg/m2 
of BMI and was associated with 23% (95% CI 1.22% to 1.24%) 
higher risk of incident diabetes. The risk of incident diabetes 
grew by 35% (95% CI 1.29% to 1.40%) for each kg/m2 increase 
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of BMI in the group of 20–30 years old and by 31% (95% CI 
1.29% to 1.33%) in the group of 30–40 years old.

The odds ratio values obtained from the logistic re-
gression models offer specific insights into the magnitude 
of influence exerted by different socio-demographic and 
anthropometric variables on the risk of hypertension and 
diabetes in athletes, providing valuable information for tar-
geted interventions and support. The decision tree analysis, 
particularly using the CART method, offers a practical and 
effective approach to predicting the risk of hypertension 
and diabetes based on the identified socio-demographic 
and anthropometric factors which can be valuable for de-
veloping tailored intervention strategies. The integration of 
bivariate logistic regression model and decision tree was 
used to determine the relationship. The optimal classifi-
cation tree formed from the data showed that the diabe-
tes variable had the most significant impact on the partic-

ipants’ success as athletes. The accuracy of the prediction 
data was found to be 72%, indicating that the optimal tree 
formed was good and suitable for classifying athletes’ data. 
This research provides valuable insights into physiological 
adaptation, fitness, recovery, and other factors that influ-
ence athletic performance. The research findings contrib-
ute to the existing body of knowledge on the relationship 
between socio-demographic and anthropometric factors 
and the risk of hypertension and diabetes, particularly in 
the context of athletes, and provide a foundation for further 
research and practical applications in sports medicine and 
athlete management. The implications of the research find-
ings extend to the development of evidence-based guide-
lines for athlete selection, training, and support programs, 
focusing on mitigating the risk of hypertension and diabe-
tes through targeted interventions based on socio-demo-
graphic and anthropometric considerations.
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